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Abstract Deep convective transport of surface moisture and pollution from the planetary boundary layer
to the upper troposphere and lower stratosphere affects the radiation budget and climate. This study uses
cloud-parameterized Weather Research and Forecasting model coupled with Chemistry simulations to
analyze the subgrid deep convective transport of CO at 12- and 36-km horizontal resolution in supercell and
mesoscale convective systems observed during the 2012 Deep Convective Clouds and Chemistry field
campaign and compares the simulation results with aircraft measurements and cloud-resolved simulations.
The best Weather Research and Forecasting simulation of these storms was obtained with the use of the
Grell-Freitas convective scheme. The default Weather Research and Forecasting model coupled with
Chemistry subgrid convective transport scheme was replaced with a scheme to compute convective
transport within the Grell-Freitas subgrid cumulus parameterization, which resulted in improved transport
simulations. We examined the CO tendencies due to subgrid- and grid-scale convective transport. Results
showed that the subgrid convective transport started earlier than the grid-scale convective transport. The
subgrid-scale convective transport reached its maximum during the hour prior to the formation of the
grid-scale constant-altitude detrainment layer. After that, both the subgrid- and grid-scale convective
transport began to decrease. The subgrid-scale convective transport played a more significant role in the
supercell case than the mesoscale convective system case. Subgrid contribution reached ~90% at the
beginning of the storm and decreased to ~30% (17%) for the 36-km (12-km) domain 4 hr later.

1. Introduction

Deep convection is a major redistributor of surface moisture and pollution from the planetary boundary layer
(PBL) to the upper troposphere and lower stratosphere (Chatfield & Crutzen, 1984; Dickerson et al., 1987). It
can take only a few minutes to an hour to transport an air parcel from the surface to the UT (Skamarock et al.,
2000). Measurements from field campaigns (Apel et al., 2015; Bertram et al., 2007; Dickerson et al., 1987;
Homeyer et al., 2014; Jung et al., 2005; Pickering et al., 1988, 1996, 2001; Scala et al., 1990; Stenchikov
et al., 1996; Thompson et al., 1994; Wang et al., 1996) and satellites (Halland et al., 2009; Jensen et al., 2015;
Levizzani & Setvák, 1996; Livesey et al., 2013; Setvak & Doswell, 1991) have demonstrated that deep
convective transport strongly affects the moisture distribution and chemical composition of the upper
troposphere and lower stratosphere.

The radiation budget and climate are affected by the transport of surface moisture and pollution in deep con-
vection. The transport of local air pollutants from PBL to the free troposphere may transform local air pollu-
tion into regional or global atmospheric chemistry issues (Kong & Qin, 1993, 1994a; Lyons et al., 1986). Vertical
transport of surface ozone and ozone precursor gases substantially increases the production rate of ozone in
cloud outflow where the lifetime of ozone is longer compared to the PBL region, which significantly affects
the Earth’s radiation budget (Pickering et al., 1990; Pickering, Thompson, Scala, Tao, Dickerson, et al., 1992;
Pickering, Thompson, Scala, Tao, & Simpson, 1992). Furthermore, the injection of PBL moisture into the strato-
sphere by deep convection enhances the concentration of water vapor in the lower stratosphere and is one
of the causes for lower stratosphere water vapor variability (Homeyer et al., 2014). According to Solomon et al.
(2010), stratospheric water vapor is a key driver for decadal global surface climate change.
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Deep convective transport is a complex mechanism. Previous studies demonstrated that large-scale condi-
tions (Pickering et al., 1988), PBL conditions (Stenchikov et al., 1996), storm vertical velocity (Pickering,
Scala, et al., 1992), storm propagation speed (Wang et al., 1996), storm types (Bigelbach et al., 2014; Kong
& Qin, 1994b), and inflow structure (Mullendore et al., 2005; Scala et al., 1990; Skamarock et al., 2000) each
play an important role in the transport.

Model simulations at both cloud-parameterized and cloud-resolved resolutions are often used in deep con-
vective transport studies. Barth et al. (2012) utilized the Weather Research and Forecasting model coupled
with Chemistry (WRF-Chem; Fast et al., 2006; Grell et al., 2005; Peckham et al., 2011) to study the convective
transport and chemistry associated with the early stages of the North American Monsoon, which was the first
time WRF-Chem was applied at high resolution (4 km) over the entire continental United States. Li et al.
(2017) used high-resolution WRF-Chem (0.6-, 1-, and 3-km) simulations to analyze the deep convective trans-
port in three different convective regimes during the 2012 Deep Convective Clouds and Chemistry (DC3) field
campaign (Barth et al., 2015) that featured air mass thunderstorms, a supercell severe storm, and a mesoscale
convective system (MCS), respectively. They found that the convective transport patterns were different in
the three convective regimes. For example, the rear inflow jets within the MCS weakened the convective
transport of PBL trace gases.

Subgrid-scale convective transport of trace gases is an important component of cloud-parameterized simu-
lations. Wang et al. (1996) evaluated the subgrid-scale and grid-scale convective transport in a tropical MCS
during the Transport and Atmospheric Chemistry Near the Equator-Atlantic experiment at 90- and 30-km
model resolution (two nested domains), and a midlatitude squall line during the Preliminary Regional
Experiment for Storm-scale Operational and Research Meteorology at 75- and 25-km model resolution
(two nested domains), and found that substantial subgrid transport occurred in the updraft (~41% of total
upward transport in the MCS case and ~64% in the squall line case). Ott et al. (2009) compared vertical pro-
files of trace gases from simulations of storms during three field campaigns with a cloud-resolving model and
a single-column model (SCM) implementation of version 5 of the Goddard Earth Observing System (GEOS-5)
that utilized the relaxed Arakawa-Schubert cumulus parameterization. They found that the SCM simulations
underpredicted convective mass flux and trace gas mixing ratios in the upper troposphere relative to the
cloud-resolving model simulations. Also, they investigated the sensitivity of convective transport in the
SCM to the values of parameters contained in themoist physics schemes. By tuning themost significant para-
meters influencing convective transport, the SCM simulation of trace gas mixing ratio was improved. Freitas
et al. (2000) presented a parameterization of subgrid-scale convective transport of trace gases associated
with deep moist convective systems for low-resolution atmospheric models. Grell and Freitas (2014)
described a subgrid tracer transport and wet scavenging calculation method, which could be used in high-
resolution nonhydrostatic mesoscale models.

The purpose of this study is to evaluate the parameterized convective transport of trace gases in WRF-Chem.
The WRF model is a three-dimensional (3-D) compressible nonhydrostatic atmospheric modeling system
designed for both meteorological research and numerical weather prediction. WRF-Chem (Grell et al.,
2005) is WRF coupled with atmospheric chemistry and simulates the emission, transport, mixing, and chemi-
cal transformation of trace gases and aerosols simultaneously with the meteorology. The parameterized con-
vective transport of trace gases in WRF-Chem has not previously been fully evaluated. Previous studies
mostly focused on convective transport in older generation regional models (e.g., Wang et al., 1996). In this
study, WRF-Chem is employed at cloud parameterized resolution to simulate two different convective
regimes that occurred during the DC3 field campaign: a severe supercell thunderstorm and an MCS case.
The purpose of this study is to evaluate the model-simulated subgrid convective transport and redistribution
of trace gases in these two convective regimes through comparisons with aircraft observations and finer-
resolution cloud-resolved simulations.

2. Observations

The 2012 DC3 field campaign was conducted from 15 May 15 to 30 June and sampled storms in three loca-
tions: (1) northeastern Colorado, (2) central Oklahoma to west Texas, and (3) northern Alabama. Three exten-
sively instrumented aircraft platforms were utilized to gather in situ observations in the inflow and outflow
regions of the convective storms: (1) the National Science Foundation (NSF)/National Center for
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Atmospheric Research (NCAR) Gulfstream-V (GV) aircraft, (2) the National Aeronautics and Space
Administration (NASA) DC-8 aircraft, and (3) the Deutsches Zentrum fur Luft- und Raumfahrt (DLR) Falcon
aircraft. In order to be consistent with previous studies (Bela et al., 2016, 2018; Li et al., 2017), only the GV
and DC-8 aircraft data are used in this study. Both aircraft measured a variety of gas phase species,
aerosols, radiation, cloud particle characteristics, and meteorological properties. The radar data used in this
study are from the NEXt generation weather RADar (NEXRAD)-Weather Surveillance Radar-1988 Doppler
(WSR-88D), with a horizontal resolution of 0.02° latitude and longitude, a vertical resolution of 1 km, and a
temporal resolution of 5 min (Homeyer et al., 2014). The 4-km National Centers for Environmental
Prediction (NCEP) Stage IV data are used as precipitation observations in this paper.

3. Case Studies

In this research, we focus on the deep convective transport within convective systems sampled from two dif-
ferent convective regimes during the DC3 campaign: a supercellular storm system that initiated in Oklahoma
on 29 May (Bela et al., 2016; DiGangi et al., 2016; Phoenix et al., 2017; Yang et al., 2015) and a linear MCS that
took place in the central United States (over Missouri, Arkansas, and Illinois) on 11 June (Li et al., 2017). A DC3
air mass convective system observed in northern Alabama was simulated by Li et al. (2017) at cloud-resolved
resolution; however, we do not consider that case here, as none of the convective parameterizations we
applied in the WRF model (see section 4.2) were able to reproduce the two isolated cells of this system.
This case was too small to reproduce on the 36-km-resolution domain. It had two isolated cells with the dia-
meters of each cell being less than 50 km. Also, this system was surrounded by two much larger and stronger
convective systems. Some schemes did not produce any evidence of the storm, while others initially simu-
lated the storm, but the storm soon merged with the other surrounding stronger storms.

3.1. The 29 May Oklahoma Supercell Storm System

On 29 May, a thunderstorm system developed on the Oklahoma/Kansas border, around 2110 UTC, to the
south of a quasi-stationary front near the Oklahoma and Kansas border (DiGangi et al., 2016). Two isolated
cells initiated over northern Oklahoma and developed several updraft cores (Figure 1a). The DC-8 and GV
aircraft started sampling the storm at ~2000 UTC before convective initiation (CI). The DC-8 aircraft measured
the storm inflow from 2310 to 2315 UTC at 1.5-km height. At ~2330 UTC, the DC-8 spiraled up to sample the
outflow on the eastern edge of the storm at ~10.8-km height (Figure 1a). Meanwhile, the GV measured the
storm outflow at ~11.7 km from 2359 to 0023 UTC (Fried et al., 2016). More details on storm evolution and
structure are shown in DiGangi et al. (2016), Bela et al. (2016), and Li et al. (2017).

3.2. The 11 June Central United States Mesoscale Convection System

The MCS initiated around 1900 UTC on 10 June. Several strong to severe thunderstorms developed along a
line ahead of a sharp cold front that swept across Minnesota, North Dakota, South Dakota, and Nebraska. At
around 0530 UTC on 11 June, the main convective line broke into two parts. The northern storm system

Figure 1. Column-maximum NEXRAD radar reflectivity contours (dBZ) at (a) 0000 UTC on 30 May 2012 and (b) 2200 UTC 11 June 2012. DC-8 inflow (magenta), DC-8
outflow (black), and GV outflow (red) sampling flight segments are shown by lines (x axis: longitude; y axis: latitude).
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began to decay, while the southern part that extended from Wisconsin
across Iowa to Kansas gained more strength and started to move south-
eastward. This MCS was located in the Illinois-Missouri-Arkansas region
when sampling started at 1600 UTC and moved southeast to the
Kentucky and Tennessee region by 2300 UTC. The DC-8 measured the
storm inflow on the southern edge of the MCS at 2200 UTC, and the GV
sampled the storm outflow at ~12 km from 2200 to 2237 UTC
(Figure 1b). For more details, the reader is referred to Li et al. (2017).

4. Model

TheWRF-Chem V3.9 containing the Advanced ResearchWRF dynamic core
(Skamarock & Klemp, 2008) was utilized to simulate the aforementioned
two cases. The detailed model configuration and physics and chemistry
options for the two cases are listed in Table 1. Model outputs at 10-min
intervals were used for the analysis.

4.1. Model Configuration and Initial and Boundary Conditions

For both cases, WRF-Chem model simulations were conducted on two
domains at cloud-parameterized scales (36- and 12-km horizontal grids, one-way nested, two domains were
run simultaneously, Figure 2). There were 90 vertical levels with a 50-hPa model top. The time steps for each
domain were 120 and 60 s, respectively.

We tried various initial conditions (IC) and boundary conditions (BC) for both cases. The best simulation for the
29May supercell casewas initialized on 29May at 1800UTCusingmeteorological IC and BCderived from the 6-
hourly 12-kmNorth AmericanMesoscale Analysis. These IC and BC are the same as used in the cloud-resolved
simulation by Li et al. (2017). For the 11 June MCS case, the best simulation was initialized on 11 June at
0600 UTC using IC and BC derived from the 6-hourly Global Forecast System analysis (GFS). Themodel output
from the Model for Ozone and Related chemical Tracers, version 4 (MOZART-4) was used to generate the che-
mical IC and BC for both cases. However, for the 29 May supercell case, the MOZART CO mixing ratios were
larger than aircraft observations, especially in the PBL. So we use the following equation to tune the 1–15-
km CO IC, where the unit of CO is parts per billion volume (ppbv), and the unit of height is kilometers (km).

COMOZART Scaled ¼ 85þ Height
100

�COMOZART (1)

For the 11 June MCS case, the MOZART COmixing ratios were lower than aircraft observations. Therefore, the
following equation was used to tune the 1–9-km CO IC.

Table 1
WRF-Chem Model Configuration and Physics and Chemistry Options

29 May supercell MCS

Meteorology IC/BC NAM starting from
18 UTC

GFS starting from 06 UTC

Chemistry IC/BC MOZART scaled MOZART scaled
Grid resolution 36 km, 12 km
Vertical levels 90
Time step 120 s, 60 s
Cumulus scheme GF with KF closure GF with all closure
Microphysics Morrison
PBL MYJ YSU
Land surface Noah
Short/longwave radiation RRTMG
Chemistry option Chem_opt = 13 (No chemical reaction,

run with five tracers)
Subgrid trace
gases transport

Subgrid convective transport calculation
within the GF cumulus scheme based on
the GF mass flux

Figure 2. Nested domains for WRF-Chem simulations: (a) 29 May 2012 supercell case and (b) 11 June 2012 MCS case (x axis: longitude; y axis: latitude). Domain 1
(d01) has 36-km horizontal resolution, and domain 2 (d02) has 12-km resolution.

10.1029/2018JD028779Journal of Geophysical Research: Atmospheres

LI ET AL. 11,241



COMOZART Scaled ¼ 109� Height
100

�COMOZART (2)

For both cases, we did not modify the BC, as analysis of the simulations
confirmed that no significant perturbations in CO concentration were
advected into the analysis domains during the simulations. Table 2 shows
the simulated CO inflow compared with aircraft-measured CO inflow. The
aircraft-measured inflow was based on Fried et al. (2016). The simulated
inflow was calculated along the inflow aircraft track. After tuning the CO
IC, the observed inflow CO mixing ratio was reproduced well in all the

simulations. The WRF-Chem simulated low-level inflow COmixing ratios were evaluated against aircraft mea-
surements. For both cases, the simulations of CO mixing ratios in low-level inflow were within 5% of the air-
craft measurements (Table 2).

4.2. Cumulus Parameterization

The cloud-parameterizing WRF results were highly dependent on the choice of cumulus schemes, especially
for the 29 May supercell case. In order to find the best performing cumulus scheme for these storms, we tried
five commonly used cumulus parameterization options in WRF: (1) Kain-Fritsch (KF) scheme (Kain, 2004),
which uses a mass flux approach with downdrafts and CAPE removal time scale; (2) Betts-Miller-Janjic
(BMJ) scheme (Janjić, 1994, 2000), a scheme which relaxes the column moisture profile toward a well-mixed
profile; (3) Grell-Freitas (GF) scheme (Grell & Freitas, 2014), which is a scale-aware scheme based on the Grell-
Devenyi (GD) scheme (details in section 4.5); (4) Grell-3D (G3) scheme (Grell, 1993; Grell & Devenyi, 2002),
which is an improved version of the GD scheme (a multiclosure, multiparameter, ensemble method) that
may also be used on high resolution; and (5) Tiedtke scheme (Tiedtke, 1989; Zhang et al., 2011), which is a
mass flux type scheme with CAPE-removal time scale, shallow component, and momentum transport.

4.3. Other Physics Options

The PBL option was Mellor-Yamada-Janjic scheme (Janjić, 1994) for the 29 May supercell case and Yonsei
University (YSU) scheme (Hong et al., 2006) for the 11 June MCS case. The choice of PBL scheme was based
on the one that yielded the best precipitation simulation. For both cases, the other main physics choices were
the two-moment Morrison microphysics (Morrison et al., 2009) for microphysical processes, the Rapid
Radiative Transfer Model for General Circulation Models (RRTMG) scheme (Iacono et al., 2008) for longwave
and shortwave radiation, and the Noah scheme (Koren et al., 1999) for land surface processes.

4.4. Preliminary Precipitation Results

Figure 3 shows the precipitation during the 3-hr period after CI was observed (observation: 2100–0000 UTC;
KF: 1850–2150 UTC; BMJ: 2220–0120 UTC; GF: 2220–0120 UTC; G3D: 2040–2340 UTC; and Tiedtke: 2300–0200
UTC) for the 29 May supercell case. NCEP Stage IV precipitation observations averaged to the 36-km grid are
compared with results from model simulations using the five cumulus parameterizations discussed in
section 4.2. The observations show a two-cell structure with precipitation maxima in excess of 10 mm. The
KF scheme did not reproduce the two-cell structure of the observed storm. The BMJ and G3 schemes under-
estimated the precipitation maxima. Although the Tiedtke scheme captured the two-cell structure of the
storm and the maximum precipitation was close to observations, the simulated precipitation region was
too small. Compared with the other results, the model simulation of the 3-hr precipitation location and
strength were the best when using the GF scheme.

Although the 3-hr total precipitation of the GF simulation well matched the observations, the 1-hr maximum
precipitation at the aircraft measuring time (3 hr after CI) was ~36.5% lower than the observations. In order to
improve themaximum 1-hr precipitation simulation for the 29 May supercell case, we tried tuning the closure
options inside the GF scheme following Qiao and Liang (2015, 2016, 2017) who examined the effects of major
cumulus parameterization closures on simulation of summer precipitation. They found that closure
algorithms largely affect precipitation’s geographic distribution, frequency and intensity, and diurnal cycle,
with strong regional dependence. There are four major groups of closure assumptions used in the original
GF scheme: the Arakawa and Schubert (AS) closure, the vertical velocity (W) closure, the Kain and Fritsch
(KF) closure, and the moisture convergence (MC) closure. The AS closure (Arakawa & Schubert, 1974)

Table 2
Mean WRF-Chem Simulated Low-Level Inflow CO Mixing Ratios (ppbv) With
One Standard Deviation Compared With Aircraft Measurements for 29 May
Supercell Case and 11 June MCS Case

29 May supercell 11 June MCS

Aircraft measurements 132.3 ± 3.1 117.5 ± 4.3
WRF-Chem 1 km 136.3 ± 0.3 112 ± 7.8
WRF-Chem 12 km 131.3 ± 0.7 119.4 ± 3.9
WRF-Chem 36 km 131.7 ± 0.8 115.3 ± 3.8
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determines the cloud base mass flux (CBMF) by adjusting the cloud work function toward a climatological
value to maintain instantaneous equilibrium between large-scale forcing and subgrid convection. The W
closure (Brown, 1979; Frank & Cohen, 1987) calculates the CBMF using the environmental vertical velocity at
lower tropospheric levels. In the MC closure (Krishnamurti et al., 1983), the calculation of the CBMF is based
on moisture convergence. In the KF closure (Kain & Fritsch, 1993), the calculation of the CBMF is based on

the assumption that the CAPE is simply removed by the convection over
a specific time period. The original GF scheme uses an average CBMF
from the results of the above closures.

We reran the WRF simulation four times with only one closure turned on at
each time. Then we compared the observed and simulated first 3-hr max-
imum hourly precipitation, as the majority of convective transport is in the
high-precipitation region (Li et al., 2017). The results are listed in Table 3.
The maximum hourly precipitation simulation with the KF closure closely
matched the observed maximum hourly precipitation (the difference is
within 5% of the observations). Therefore, we regarded the KF closure
simulation as the best result, and our following analysis of the 29 May
supercell case was based on this simulation. For the 11 June MCS case,

Figure 3. Three-hour precipitation (mm) for the 29 May supercell case, at 36-km resolution from the start of the convection
for (a) observations (2100–0000 UTC), (b) WRF-Chem with KF cumulus scheme (1850–2150 UTC), (c) BMJ cumulus scheme
(2220–0120 UTC), (d) GF cumulus scheme (2220–0120 UTC), (e) G3 cumulus scheme (2040–2340 UTC), and (f) Tiedtke
cumulus scheme (2300–0200 UTC; (x axis: longitude; y axis: latitude), with 3-hr maximum precipitation (mm) labeled in the
right bottom corner (the plotting routine includes interpolation, which leads to the structures smaller than the model
resolution).

Table 3
The Observations and WRF-Chem Simulations of the Maximum Precipitation
per Hour (mm/hr) for 29 May Supercell Case at 1 to 3 hr After CI

1 hr after
CI

2 hr after
CI

3 hr after
CI

OBS 1.84 4.53 16.87
WRF-Chemwith all four closures in
GF

3.83 6.17 10.71

WRF-Chem with AS closure in GF 3.28 5.42 14.68
WRF-Chem with W closure in GF 3.57 6.26 12.44
WRF-Chem with MC closure in GF 3.62 6.28 10.64
WRF-Chem with KF closure in GF 2.00 4.38 16.03
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the simulation with the original GF scheme performed well. Therefore, we did not test the performance of
using different closures for this case, and the results in section 5 use the normal GF scheme.

4.5. Chemistry Option and Subgrid Convective Transport Option

The chemistry option for both cases was option 13 (no chemical reaction, run with six tracers: SO2, CO, NO,
higher aldehydes, CH2O, and organic acids; we only use CO in this paper) without emission. Within WRF-
Chem a routine separate from the transport of water vapor in WRF is used to calculate the fluxes for the che-
mical species and tracers. The default subgrid convective transport scheme inside the WRF-Chem is based on
the GD convection scheme, which is not consistent with our WRF-Chem simulation with GF cumulus scheme.
Therefore, we discuss the differences between the GD and GF schemes in the paragraphs below, as well as
our solution to the transport inconsistency.

The GD mass flux cumulus scheme (Grell & Devenyi, 2002) is based on a convective parameterization devel-
oped by Grell (1993) and Grell et al. (1994) but expanded to include options for a series of different assump-
tions that are commonly used in modern convective parameterizations. The GD scheme uses an ensemble of
144members with different static and dynamic controls (Skamarock et al., 2008). The static controls are based
on different updraft and downdraft entrainment and detrainment parameters and precipitation efficiencies.
These differences in static control are combined with differences in dynamic control, which is the method of
determining cloud mass flux. The dynamic control closures are based on convective available potential
energy (CAPE or cloud work function), low-level vertical velocity, or moisture convergence. Another control
is the trigger, where the maximum cap strength that permits convection can be varied. The results are aver-
aged over the ensemble to give the feedback to the model. For more details, the reader is referred to Grell
and Devenyi (2002), Grell (1993), Grell et al. (1994), and Skamarock et al. (2008).

The GF scheme is based on the older GD scheme with several modifications. First, the GF scheme reduces the
size of the ensemble. Only the dynamic controls (closures) and the maximum cap strength trigger control are
kept in the GF scheme. Second, in the GD scheme, the nonresolved flux for one ensemble member is based
on the results of that ensemble member, while in the GF scheme, the nonresolved flux for one ensemble
member is based on the average results of all the ensemble members. Third, the GF scheme parameterizes
the convection on almost cloud-resolving scales by two approaches. The first approach includes the unified
parameterization of deep convection proposed by Arakawa et al. (2011) to calculate the convective vertical
eddy transport at varying horizontal scales. The second approach spreads the subsidence over the neighbor-
ing grid cells. Furthermore, the GF scheme includes a new closure based on Bechtold et al. (2014) to improve
the simulation of the diurnal cycle. In addition, although not employed in the current analysis, the GF scheme
is capable of representing aerosol cloud interaction (Grell & Freitas, 2014).

Grell and Freitas (2014) also provide a method to calculate the subgrid convective transport of trace gases.
However, this method was not used in WRF-Chem, as this method requires the subgrid convective trans-
port of trace gases calculation to be calculated in the physics module, as opposed to the chemistry mod-
ule where it is calculated by default in WRF-Chem. Therefore, in the unmodified WRF-Chem model the
calculation of convective transport of trace gases in the chemistry module, which is done using the GD
cumulus parameterization, is separate and independent from the calculation of the convective transport
of mass and moisture in the physics module. As shown in section 4.4, the simulated storm location, size,
and strength when using different cumulus parameterizations are very different from each other. Thus, if
the cumulus parameterization used in the calculation of the convective transport of trace gases is incon-
sistent with the cumulus parameterization used in the meteorology module, it will lead to convective
transport of trace gases into regions where the mass and moisture fields do not feel the effect of convec-
tion and/or to a mismatch between the strength of convection affecting the trace gases and the
mass/moisture fields. In order to be consistent with the cumulus parameterization in the meteorological
module, we rewrote the module of subgrid convective transport of trace gases and moved the module
from the chemistry part of the WRF-Chem model to the physics part of the model (Li, 2018). The mass
flux-related variables (i.e., entrainment and detrainment rate, cloud top height, CBMF, downdraft mass flux,
updraft mass flux, the originating level of updraft and downdraft, level of free convection, evaporation,
and precipitation) from GF scheme were used to calculate the subgrid convective transport of trace gases
in the new routine using the following equation (Grell & Freitas, 2014):
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∂C
∂t

� �
subgrid

¼ � 1
ρ
∂
∂z

mu Cu � Ceð Þ �md Cd � Ceð Þ þmuCaq
� �� Csi þ Cso (3)

where C represents themass mixing ratio of CO, ρ represents air density, andm represents mass flux. The sub-
scripts e, u, and d represent the environment, updraft, and downdraft, respectively. Caq represents the chemi-
cal constituent in the aqueous phase, Cso is calculated using an aqueous phase chemistry routine (source),
and Csi depends on the conversion rate of cloud water to rain water and the solubility of the tracer (sink).
In this paper, we focus on the convective transport of an insoluble trace gas (CO). Thus, equation (4) can
be simplified to

∂C
∂t

� �
subgrid

¼ � 1
ρ
∂
∂z

mu Cu � Ceð Þ �md Cd � Ceð Þ½ � (4)

5. Results
5.1. Evaluation of Precipitation Results

For the 29 May supercell case, the model with GF subgrid convection with KF closure (GF-KF run) produced a
storm that began 80 (for the simulations at 36-km resolution) and 30 min (for the simulations at 12-km reso-
lution) later than the observations. Because the 12-km convection started earlier, the 36-km parameterized
convection did not affect the initiation of convection at 12 km. The 3-hr precipitation observations at
0000 UTC and model simulation at 0120 UTC (for the simulations at 36-km resolution) and at 0030 UTC (for
the simulations at 12-km resolution) on 30 May are compared in Figure 4. Both the 36- and 12-km WRF-
Chem simulations capture the storm location, precipitation strength, and the two-cell structure of the storm.
Comparison of themiddle four panels (Figures 4c–4f) indicates that the precipitation for the 36-km-resolution
simulation is mainly subgrid scale (subgrid-scale mean precipitation is 2.8 times greater than grid-scale mean
precipitation), while the precipitation for the 12-km-resolution simulation is mainly grid scale (grid-scale
mean precipitation is 2.5 times greater than subgrid-scale mean precipitation). Therefore, in the 36-km run,
subgrid-scale convection dominates, while in the 12-km run, grid-scale convection dominates.

The precipitation results with the GF scheme and the standard closure procedure for the 11 June MCS case
are shown in Figure 5. Both 36- and 12-km WRF-Chem simulations capture the storm location and the strong
precipitation region. In the 12-km simulation, the precipitation amount (Figure 5h) is larger than the observa-
tions, which is caused by the overestimate of the grid-scale precipitation in the microphysics processes
(Figure 5f). Also, in the 36-km run, subgrid-scale convection dominates (subgrid-scale mean precipitation is
4 times greater than grid-scale mean precipitation), and in the 12-km run, grid- and subgrid-scale convection
make similar contributions (grid-scale mean precipitation is 1.1 times greater than subgrid-scale mean preci-
pitation). The simulated precipitation rate in the storm core region is within 10% of the observations. In the
southwest side of the storm, the area of the weak precipitation region in both the 36- and 12-km simulations
is larger than in the observations. However, this will not have much influence on our convective transport
analysis, as the majority of convective transport occurred in the storm core region after the storm became
mature. Li et al. (2017) found that after the storm became mature, the convective transport in the storm core
region, where composite reflectivity was higher than 40 dBZ, was a factor of 2–5 larger than the convective
transport outside the core region.

5.2. Evaluation of the Convective Transport

We compared the cloud-parameterized convective transport with the cloud-resolved simulation, by compar-
ing the observed and simulated high-level outflow CO mixing ratios in these regions. The cloud-resolved
simulations we use here for the 29 May supercell and the 11 June MCS are described in Bela et al. (2016)
and Li et al. (2017), respectively, and the model set up and evaluation. The resolution for the cloud-resolved
simulation was 1 km for the 29 May supercell case and 3 km for the June 11 MCS case. For both cases, the
storm location, size, and structure (intensity, anvil height, and extent) were well represented by the cloud-
resolved simulation results. The simulated chemistry fields were reasonably consistent with observations
for the two cases. The model-simulated CO mixing ratio was within 5% of the aircraft measurements in the
low-level inflow region and 1% of the aircraft measurements in the upper level outflow region.
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In order to better evaluate the influence of the subgrid-scale convection on the outflow CO mixing ratio, we
conducted three sensitivity test runs for the cloud-parameterized simulation: (1) using our new GF subgrid-
scale convective transport scheme (hereafter GFCT scheme), (2) using the original WRF-Chem GD subgrid-
scale convective transport scheme (hereafter GDCT scheme), and (3) no subgrid convective transport
(hereafter NoCT). For the 29 May case, both the DC-8and GV measured storm outflow. The DC-8 measured
storm outflow at ~10.8 km (average GPS height, Figure 6a); at the same time, the GVmeasured storm outflow
at ~11.7 km (average GPS height, Figure 7a). For the 11 June case, the storm outflow region was only
measured by the GV at an altitude of about 13 km (Figure 8a). Figures 6–8 compare the simulated high-level
outflow CO field with the aircraft measurements at the mean aircraft flight altitude. In each of the figures the
outflow CO aircraft measurements are plotted on the CO simulation field. Figures 9 and 10 compare themean

Figure 4. Three-hour precipitation observations (mm) averaged to (a) 36-km grid and (b) 12-km grid at 0000 UTC on 30 May 2012; (c) WRF-Chem simulated 36-km
subgrid scale, (e) grid scale(e), and (g) total precipitation at 0120 UTC on 30 May 2012; and (d) WRF-Chem simulated 12-km subgrid scale, (f) grid scale, and
(h) total precipitation at 0030 UTC on 30 May 2012 (x axis: longitude; y axis: latitude).
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aircraft measured in-cloud CO vertical profiles with the simulated CO profiles averaged along the aircraft track
and extended in height. The in-cloud points are defined as grid boxes where the total liquid and ice mixing
ratio is greater than 0.01 g/kg or the altitude is lower than the cloud top height calculated in the
cumulus parameterization.

For the 29 May supercell case, the cloud-resolved model-simulated COmixing ratio was close to the observa-
tion (Figures 6b and 7b) in the storm outflow region. In the storm core region, which was outside the aircraft
measuring region, the cloud-resolved simulated COmixing ratio reached values larger than 140 ppbv at both
DC8 and GV measuring heights, which was much larger than the simulated CO mixing ratio in the outflow
region (~121 ppbv at DC8 measuring height and 109 ppbv at GV measuring height). For the cloud-
parameterized run, the comparison of the three simulations indicated that the application of the GFCT
scheme improved the model simulation of the upper level outflow CO, especially for the 36-km runs

Figure 5. Similar to Figure 4 but at 2200 UTC on 11 June 2012 for both observations and WRF-Chem simulation (x axis: longitude; y axis: latitude).
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(Figures 6c, 6e, 6g, 7c, 7e, and 7g). In the simulation results at 36-km resolution, both the GDCT run and the
NoCT run failed to simulate the increase of CO associated with the outflow (Figures 6e, 6g, 7e, and 7g). The
GFCT run successfully simulated a CO increase in the upper level CO outflow region (Figures 6c and 7c).
Although the GFCT scheme improved the outflow CO simulation, the 36-km cloud-parameterized CO
mixing ratios were still smaller than the aircraft observations and the cloud-resolved CO mixing ratios,
especially in the storm core region. The cloud-parameterized CO outflow region was smaller in area than
observed and simulated by the cloud-resolved model. We tried to tune the 36-km entrainment profile to

Figure 6. DC-8 measured outflow CO mixing ratio in ppbv at ~10.8-km altitude between 2348 and 2358 UTC on 29 May 2012 (colored dots). Background shading
shows (a) 0000-UTC NEXRAD composite reflectivity (dBZ). (b) Background colors show 0040 UTC 1-km cloud-resolved simulation of 10.8-km CO mixing ratio,
(c) 0120-UTC 36-km cloud-parameterized simulation of 10.8-km CO mixing ratio with GFCT, (e) GDCT, and (g) without subgrid convective transport; (d) 0030-UTC
12-km cloud-parameterized simulation of 10.8-km COmixing ratio with GFCT, (f) GDCT, and (g) without subgrid convective transport (x axis: longitude; y axis: latitude).
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match observations (Fried et al., 2016) and the cloud-resolved simulation (Bela et al., 2018) but had little
success. In the 12-km runs, the CO mixing ratio results from the three cloud-parameterized runs looked
similar (Figures 6d, 6f, 6h, 7d, 6f, and 6h). This is because the 12-km convection simulation was dominated
by the grid-scale convection as discussed in section 5.1. For the 29 May supercell case, the 12-km
simulated CO outflow region was still smaller than aircraft observations but was much larger than that
based on the 36-km outflow region.

When comparing the observation and simulated vertical profiles of in-cloud COmixing ratio (Figure 9) for the
29 May supercell case, we shifted the cloud-arameterizedmodel profile 0.75° west to sample themaximum of

Figure 7. Similar to Figure 6 but for GVmeasured outflow at 11.7 km between 0000 and 0023 UTC on 30May 2012 (colored dots); the NEXRAD data were at 0020 UTC,
the cloud-resolved simulation result sampled at 0100 UTC, the 36-km simulations sampled at 0140 UTC, and the 12-km simulations sampled at 0050 UTC (x axis:
longitude; y axis: latitude).
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the model outflow, as the anvil associated with the simulated storm with cloud parameterization was smaller
than the observed and cloud-resolved anvils. The mean DC8-measured in-cloud CO mixing ratio between
10.75 and 11.25 km was ~119 ppbv, and the mean GV-measured in-cloud CO mixing ratio between 11.75
and 12.25 km was ~111 ppbv. In all three 36-km runs (Figure 9a), the midlevel and high-level in-cloud CO
mixing ratio increased compared to the IC (between 7 and 12 km); however, only the GFCT run
reproduced the in-cloud CO mixing ratio peak in the UT (between 10.5 and 12 km), which suggested that
the convective transport in the GFCT scheme transports the PBL in-cloud CO to the UT more effectively. At
the DC8 measuring level, the GFCT-simulated mean in-cloud CO mixing ratio was 115 ppbv, which was
18 ppbv (18.5%) greater than the GDCT and NoCT results (97 ppbv) but still 4 ppbv less than the DC8-
measured CO mixing ratio. At the GV measuring level, the GFCT-simulated mean in-cloud CO mixing ratio

Figure 8. Similar to Figure 6 but for GV measured at 13 km between 2200 and 2237 UTC on 11 June 2012 (colored dots); the NEXRAD reflectivity and cloud-resolved
and parameterized simulation results sampled at 2220 UTC (x axis: longitude; y axis: latitude).
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was 94 ppbv, which was 14 ppbv (17.6%) greater than NoCT result (80 ppbv), and 7 ppbv (8%) greater than
GDCT results (87 ppbv), but still 17 ppbv less than the GV-measured CO mixing ratio. Unlike the result of the
simulations at 36-km resolution, the cloud-parameterized in-cloud CO outflow mixing ratio simulation at 12-
km resolution matched the observations well (Figure 9b). The differences among the three runs (GFCT, GDCT,

Figure 9. Mean outflow CO profiles from the 29 May supercell storm as observed by the DC-8 (red solid line) and GV
(red dash line) aircraft, mean profiles as simulated in the (a) 36- and (b) 12-km-resolution WRF-Chem run with GFCT (blue),
GDCT (green), NoCT (magenta), and mean profiles as simulated in the 1-km cloud-resolved WRF-Chem run (black),
compared with the IC for cloud-parameterized run (blue dash) and cloud-resolved run (black dash). The error bars indicate
one standard deviation. Model profiles shifted in horizontal with respect to the aircraft profiles by 0.75° to the west to
ensure sampling of model outflow. Bela et al. (2016) used DC8 measurements to create a horizontally homogeneous IC for
CO in a limited domain cloud-resolved model. Since our cloud-parameterized domain was much larger than Bela et al.
(2016), we used MOZART to create the IC for our 36- and 12-km runs.

Figure 10. Mean outflow CO profiles from the 11 June MCS case as observed by the DC-8 (red solid line) aircraft, mean
profiles as simulated in the (a) 36- and (b) 12-km-resolution WRF-Chem run with GFCT (blue), GDCT (green), NoCT
(magenta), and mean profiles as simulated in the 1-km cloud-resolved WRF-Chem run (black), compared with the IC for
cloud-parameterized run (blue dash) and cloud-resolved run (black dash) based on the model output along the aircraft
sampling track. The error bars indicate one standard deviation.
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and NoCT) are small, which is because the grid-scale convective transport rather than the subgrid-scale trans-
port dominates in the 12-km runs.

For the 11 June MCS case, all three 36-km runs simulated the CO increase in the UT region (Figures 8c, 8e, and
8g); however, similar to the 29 May supercell case, the simulated outflow regions for all the parameterized
convection runs were smaller than the observed anvil region, which might be due to the lack of ice physics
simulation in all the cloud schemes used in this paper. The lack of ice physics simulation would affect the
simulation of UT buoyance field, such that the vertical and horizontal structure of the upper level cloud
was not well simulated. For this case, the aircraft only measured in the edge of the storm anvil region. In order
to evaluate the simulation in the storm core region, we compared the cloud-parameterized simulations with
the cloud-resolved simulation (Figure 8b). Nevertheless, only the GFCT (Figure 8c) reproduced the large CO
mixing ratio (>125 ppbv) in the storm core region, which was seen in the cloud-resolved run (Figure 8b).
At 12-km resolution (Figures 8d, 8f, and 8h), the CO mixing ratio results from the three cloud-parameterized
runs were similar.

In Figure 10a, within the aircraft measuring height range, the observed mean in-cloud CO mixing ratio was
113 ppbv. The GFCT-simulated in-cloud COmixing ratio was 115 ppbv, and the simulated UT COmixing ratio
from the other two cloud-parameterized runs was smaller than the GFCT results (GDCT: 110 ppbv; NoCT:
107 ppbv). The increase when GFCT was used was not as apparent as the increase in the 29 May supercell
case. This result implies that the subgrid convective transport was more significant in the supercell case than
in the MCS case. For the result at 12-km resolution (Figure 10b), in the UT, all the simulation results were close
to the observation. In the lower troposphere, at both 12- and 36-km resolution, GFCT- and GDCT-simulated
CO mixing ratios were smaller than the NoCT result. This result is because in the downdraft region of the
MCS, there was injection of relatively clean midlevel clean air to the storm downdraft, which then descended
to the lower troposphere and decreased the CO mixing ratio in this region. This result is also found in the
cloud-resolved results (Li et al., 2017).

5.3. Comparison of Subgrid Convective Transport and Turbulent Mixing

We also investigated whether vertical turbulent mixing may also affect the convective transport of PBL CO
to the upper levels. In order to contrast the influence of vertical turbulent mixing and subgrid convective
transport on the CO vertical profile, we conducted four sensitivity runs: (1) GFCT with trace gas turbulent
mixing (vertmix_onoff = 1), (2) GFCT without trace gas turbulent mixing (vertmix_onoff = 0), (3) NoCT with
trace gas turbulent mixing, and (4) NoCT without trace gas turbulent mixing. Turning vertical turbulent
mixing off in this manner did not affect the meteorological simulation. Results showed that the difference
between turning on and turning off turbulent mixing was negligible, in the midtroposphere and UT, par-
ticularly in the supercell case. In the lower troposphere (under 2 km), the difference between turning on
and off vertical mixing was significant but not particularly large (5% for 29 May supercell case and 13% for
11 June MCS case). Without turbulent mixing, the vertical gradient of the low-level CO mixing ratio
was larger.

5.4. Comparison of Subgrid-Scale and Grid-Scale Convective Transport

We compared the subgrid- and grid-scale convective transport by analyzing the CO tendency in the convec-
tive region due to convective transport. The CO tendency due to subgrid-scale convective transport is calcu-
lated using equation (4), and the CO tendency due to grid-scale convective transport is calculated using the
following equation:

∂C
∂t

� �
grid

¼ advh cotþ1 þ advz cotþ1ð Þ � advh cot þ advz cotð Þ½ �=dt (5)

where advz_co and advh_co represent the changes in CO concentration due to grid-scale vertical and hor-
izontal advection accumulated in time since the beginning of the simulation. ∂C

∂t

� �
grid was close to zero in grid

boxes not affected by the convection, convection downwind, or emission. Therefore, we call ∂C
∂t

� �
grid the CO

tendency due to grid-scale convective transport. We calculated the CO tendency for two regions: where the
simulated precipitation rate was >0 mm/hr and where the simulated precipitation rate was >3 mm/hr. The
>0-mm/hr results provide us information on convective transport from the beginning of the storm to the end
of the simulation, especially at the start of the storm when the precipitation was not strong. Comparing the
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>0-mm/hr results with the >3-mm/hr results enables us to see the relationship between convective
transport and the precipitation rate.

The CO tendency results for the 29 May supercell case are shown in Figures 11 (averaged over grid points
where the simulated precipitation rate was greater than 0-mm/hr region) and 12 (averaged over grid
points where the simulated precipitation rate was greater than 3-mm/hr region). In both Figures 11
and 12, the CO tendency is most positive in a narrow layer that increases in height from ~4 to ~12 km
as the storm develops. According to Li et al. (2017), the altitude of this layer coincides with the layer
of maximum detrainment. In Figure 11, the subgrid-scale convective transport started earlier than the
grid-scale convective transport in both the simulations at 12- and 36-km resolutions. The subgrid-scale
convective transport reached its maximum during the hour prior to the formation of the grid-scale con-
stant altitude maximum CO increase (detrainment) layer in the UT at around 0250 UTC in the simulations

Figure 11. Subgrid-scale CO tendency (pptv/s) averaged over the region where simulated precipitation >0 mm/hr for the
29 May supercell case at (a) 36- and (c) 12-km horizontal resolution domain and grid-scale CO tendency (pptv/s) at
(b) 36- and (d) 12-km horizontal resolution domain.
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at 36-km resolution and about 0000 UTC in the simulations at 12-km resolution. After that time, the
subgrid-scale convective transport began to decay. The grid-scale convective transport of CO at the
beginning of the storm was also stronger than when the storm became mature. Comparing Figure 12,
with Figure 11, the average grid- and subgrid-scale CO tendencies in the region with the precipitation
rate greater than 3 mm/hr were much stronger than the average CO tendency in the >0-mm/hr
precipitation rate region, which proves that both grid-scale and subgrid-scale transport are stronger in
the heavier precipitation region.

The CO tendency results for the 11 June MCS case are shown in Figures 13 and 14. Compared to the 29 May
supercell results, the CO tendencies due to both subgrid- and grid-scale convection in the >0-mm/hr preci-
pitation region were smaller, especially for the 12-km resolution. The magnitude of CO tendency in the stron-
ger precipitation region (>3 mm/hr, Figure 14) was comparable to the 29 May supercell results (Figure 12).
Similar to the supercell case, both grid- and subgrid-scale CO tendencies in the MCS case were strongest
when the continuous constant-altitude detrainment layer began (1200 UTC). After that time, when the

Figure 12. Similar to Figure 11 but for the region where precipitation was greater than 3 mm/hr.
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storm moved southeastward to the Kentucky and Tennessee region, the mean upper level CO tendency due
to grid- and subgrid-scale convection was very weak. Furthermore, unlike the results in the supercell case, the
grid-scale transport started at nearly the same time as the subgrid-scale convective transport. This is because
in the supercell case, the grid spacing is too coarse to resolve the strength of the convergence at the
beginning of the storm. Therefore, the parameterization has to initiate and maintain the convection until
the resolved scale can respond to the redistribution of water and heat. While in the MCS case, the
convergence occurred over a large enough spatial scale to be resolved in the grid scale at the start of
the storm.

In order to further compare the subgrid-scale convective transport with the grid-scale convective transport,
we calculate the ratio (R) between the column maximum of horizontally averaged CO increase rate due to
subgrid-scale and grid-scale convection at each 10-min interval model output time, and its 1-hr running

mean (R1h ), which was plotted in Figure 15, using the following equation:

Figure 13. Subgrid-scale CO tendency (pptv/s) for the 11 June MCS case at (a) 36 and (b) 12-km horizontal resolution
domain and grid-scale CO tendency (pptv/s) at (b) 36 and (d) 12-km horizontal resolution domain.
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∂t

� 	
subgrid 2;t

; ∂C
∂t

� 	
subgrid 3;t

⋯ ∂C
∂t

� 	
subgridk;t

� �

max ∂C
∂t

� 	
grid 1;t

; ∂C
∂t

� 	
grid 2;t

; ∂C
∂t

� 	
grid 3;t
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R1h ¼ 1
7

∑
tþ3

t¼t�3
Rt

� �
(7)

where t represents the model output time, k represent the model height level, and
∂C
∂t

represents the average

CO tendency over the points where simulated precipitation was greater than the precipitation threshold at
time t and level k. In Figure 15, we show the results before the grid-scale and subgrid-scale CO tendencies
began to decay (see Figures 11 and 13). After that time, the grid-scale CO tendency was weak, which led
to meaningless large values of the subgrid/grid ratio.

Figure 14. Similar to Figure 13 but for the region where precipitation was greater than 3 mm/hr.
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For the 29 May supercell case (Figure 15), in the simulations at 36-km resolution, the subgrid/grid ratio was
smaller in the stronger precipitation region than the precipitation>0-mm/hr region. In the>0-mm/hr result,
the subgrid/grid ratio was always greater than 1 (solid red line), which means that the subgrid-scale convec-
tive transport plays a more significant role compared to the grid-scale convective transport. Meanwhile, in
the >3-mm/hr result, the subgrid/grid ratio (solid blue line) was less than 1, which means that the grid-scale
convective transport contributes more. The 36-km results for the MCS case were similar to the 36-km results
of the supercell case. In both cases, the subgrid/grid ratios in the simulations at 12-km resolution were smaller
than the 36-km results. Thus, the subgrid-scale convection contributes more in the lower resolution domain
and when the weaker precipitation region is included (especially in the beginning of the storm). There were
some large values in the supercell 12-km precipitation>3-mm/hr results, which resulted from the weak grid-
scale convective transport at around 0000 UTC.

Wang et al. (1996) found that averaged over the storm duration the subgrid contribution to tracer convective
transport was about 48% for a tropical MCS case at 30-km resolution and 64% for a midlatitude squall line
case at 25-km resolution. However, as shown in Figure 15, the contribution of subgrid convective transport
varies over time, which Wang et al. did not discuss. In this paper, we study the evolution of the subgrid con-
tribution (SC) in the storm region (simulated precipitation >0 mm/hr) using the following equation:

SCt ¼
∑ttstart

∂C
∂t

� �
subgrid

∑ttstart
∂C
∂t

� �
subgrid þ ∑ttstart

∂C
∂t

� �
grid

(8)

where tstart is the earliest time when both subgrid- and grid-scale convection are operating to cause positive
CO tendencies at high altitude (8–14 km for the supercell case and 10–16 km for the MCS case). Time series of
SC for the first 4 hr (240 min) are shown in Figure 16. Results show that the SC is very large at the beginning

Figure 15. One-hour running means of the subgrid/grid convective transport ratio for the (a) 29 May supercell case and
(b) 11 June MCS case.

Figure 16. Accumulated subgrid-scale convective transport contribution percentage for 29May supercell case (red) and 11
June MCS case (blue) at 36- (solid) and 12-km (dash) domain.
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but decreases as the storm develops. In the simulations at 36-km resolution, the SC for both cases is initially
90%. After 2 hr, the SC of the supercell case was still over 80%, while the SC of the MCS case was around 65%.
After 4 hr, the SC of both cases was around 30%. In the simulations at 12-km resolution, the SC was smaller
than the 36-km results. The SC decreased faster in the MCS case than the supercell case, but the SC for the
MCS case remained larger than that for the supercell case throughout most of the 4 hr. At 4 hr, the SC for both
cases equalled 15%.

6. Conclusions

In this study, we analyze cloud-parameterized deep convective transport for two different convective
regimes from the DC3 field campaign using WRF-Chem simulations: a supercell case and an MCS case. The
simulations were conducted at horizontal resolutions of 36 and 12 km using one-way nesting. We tried sev-
eral cumulus parameterization schemes (KF, BMJ, GF, G3, and Tiedke) in WRF with the GF scheme producing
the best comparison with observed precipitation. By tuning the closures inside the GF scheme, the model
simulation of the precipitation was further improved (maximum precipitation increased by 36%) in the super-
cell case. The normal GF scheme performed well for the MCS case. The simulation at both resolutions repro-
duced the storm location and spatial structure. Based on the precipitation, before the aircraft outflow
measuring time, the subgrid-scale convection dominated in the simulations at 36-km resolution in both
cases, while grid-scale convection dominated in the simulations at 12-km resolution. Based on the precipita-
tion results, our convective transport study was conducted using the GF scheme in the meteorological por-
tion of WRF-Chem.

In order to gain a better simulation of the subgrid convective transport, we replaced the WRF-Chem default
scheme for the subgrid convective transport (GDCT) with a scheme that uses themass fluxes calculated in the
GF scheme to calculate the trace gas tendency due to subgrid convective transport (GFCT). Therefore, tracer
transport is calculated within the GF scheme in a manner consistent with that done for water vapor.
Compared with the results using GDCT and NoCT, the upper level outflow CO mixing ratio for GFCT was
15–18 ppbv (17–18%) larger in the 29May supercell case resulting in a better agreement with measurements.
In the 11 June MCS case, the GFCT improved the upper level CO mixing ratio simulation in the storm core
region by ~25 ppbv. Thus, in order to better reproduce the transport of trace gases, subgrid convective trans-
port needs to be consistent with the convective cloud parameterization in the meteorological model that
drives the chemical transport, which is not generally the case in current-generation chemical transport mod-
els such as WRF-Chem and CMAQ. Furthermore, the CO mixing ratio improvement in the 29 May case was
greater than in the 11 June case implying that the subgrid convective transport may be more important in
supercells than MCSs. In addition in the MCS case, we found that subgrid-scale transport results in lower
CO mixing ratios near the surface due to an injection of relatively clean midlevel air to the storm downdraft,
which then descends to the lower troposphere and decreases the CO mixing ratio. The GFCT scheme was
able to capture this feature, which is in agreement with a cloud-resolved simulation of the storm.

Although the GFCT scheme improved the upper level outflow CO simulation, the 36-km cloud parameterized
COmixing ratios within the upper tropospheric cloud were still smaller than the aircraft observations and the
cloud-resolved CO mixing ratio. In addition, the cloud-parameterized CO in the outflow region on the down-
wind side was smaller than in the observations and cloud-resolved simulation.

Furthermore, we compared the impact of vertical turbulent mixing with the subgrid convective transport.
Results indicated that in the UT, the difference between turning on and turning off turbulent mixing was neg-
ligible. The subgrid convective transport dominated the vertical redistribution of the CO. However, in the
lower troposphere the turbulent mixing effect was essential to a good simulation.

Moreover, we examined the CO tendency due to subgrid convective transport and grid-scale convective
transport. Results showed that the subgrid-scale convective transport started earlier than the grid-scale con-
vective transport in the supercell case. This result is likely because the grid spacing is too coarse to resolve the
strength of the convergence at the beginning of the storm. Therefore, the parameterization has to initiate the
storm. The cumulus parameterization redistributed water and heat by incrementing the moisture and tem-
perature tendency at the appropriate grid points. After several time steps, the resolved scale responded to
the redistribution of the water and heat and grid-scale convection started. In the MCS case, the grid scale
resolved the strength of the convergence at the start of the storm. Therefore, the grid-scale transport
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occurred nearly at the same time with the subgrid-scale convective transport. As the storm started to
develop, the CO detrainment layer at the storm top increased in height. The subgrid-scale convective trans-
port reached its maximum during the hour prior to the formation of the grid-scale constant altitude maxi-
mum CO increase (detrainment) layer in the UT. After that time, both the subgrid- and grid-scale
convective transport began to decay. Both the grid-scale and subgrid-scale CO tendencies in the supercell
case were larger than in the MCS case. Furthermore, the subgrid-scale convective transport played a more
significant role in the supercell case than the MCS case. By comparing the CO tendency in different precipita-
tion rate regimes, we found that both subgrid- and grid-scale convective transport were stronger in the
higher-precipitation region. The analysis of the subgrid/grid ratio demonstrated that during the develop-
ment of the storm, the subgrid-scale convection contributes more in the lower resolution domain and weak
precipitation region (i.e., in the beginning of the storm).

Finally, we examine the subgrid contribution (SC) to the CO transport. Results show that the SC is very large at
the beginning but decreases as the storm develops. In the simulations at 36-km resolution, at the beginning
the SC for both cases equalled 90%. After 4 hr, the SC decreased to 30% for both cases. In the simulations at
12-km resolution, the SC was smaller than the 36-km results. The SC decreased faster in theMCS case than the
supercell case. After 4 hr, the SC for both cases was around 15%.

Amajor conclusion of this work is that to obtain reasonable simulations of the impact of convection on tropo-
spheric composition, subgrid convective transport needs to be computed in a manner consistent with the
subgrid convection in the driving meteorological model. This is true regardless of whether the chemical
transport is computed on line with the meteorology or in an offline manner. If cumulus schemes other than
GF are used, the convective transport needs to be performed consistently with those schemes.

In this work, we found that the GF scheme underestimates the size of the high-level anvil region (CO outflow
region), which might result from the lack of cloud ice physics in the GF scheme. In the future, we suggest to
add cloud ice physics in the GF scheme to improve the simulation of cloud anvil and the high-level outflow
region of trace gases. Moreover, in this paper, the subgrid convective transport of CO, an insoluble trace gas
with a lifetime much longer than the storm duration, was examined. Another gap in our understanding is the
convective transport of soluble trace gases, such as HNO3, CH2O, CH3OOH, H2O2, and SO2, where wet deposi-
tion plays an important role. These gases are important precursors of ozone and aerosol in the UT. In the
future, we will study the subgrid-scale wet scavenging of these precursors and improve the model simulation
of deep convective transport of soluble gases through consideration of the retention efficiency of soluble
species in ice. Such improvements will help predict the transport of air pollutants and characterize the effect
of ozone and aerosol on the Earth radiation budget.
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